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a b s t r a c t

In this paper, a robust method is presented to perform word spotting in degraded handwritten and
printed document images. A new sequence matching technique, called the Flexible Sequence Matching
(FSM) algorithm, is introduced for this word spotting task. The FSM algorithm was specially designed to
incorporate crucial characteristics of other sequence matching algorithms (especially Dynamic Time
Warping (DTW), Subsequence DTW (SSDTW), Minimal Variance Matching (MVM) and Continuous Dy-
namic Programming (CDP)). Along with the characteristics of multiple matching (many-to-one and one-
to-many), FSM is strongly capable of skipping existing outliers or noisy elements, regardless of their
positions in the target signal. More precisely, in the domain of word spotting, FSM has the ability to
retrieve complete words or words that contain only a part of the query. Furthermore, due to its adaptable
skipping capability, FSM is less sensitive to local variation in the spelling of words and to local de-
gradation effects within the word image. The multiple matching capability (many-to-one, one-to-many)
of FSM helps it addressing the stretching effects of query and/or target images. Moreover, FSM is de-
signed in such a way that with little modification, its architecture can be changed into the architecture of
DTW, MVM, and SSDTW and to CDP-like techniques. To illustrate these possibilities for FSM applied to
specific cases of word spotting, such as incorrect word segmentation and word-level local variations, we
performed experiments on historical handwritten documents and also on historical printed document
images. To demonstrate the capabilities of sub-sequence matching, of noise skipping, as well as the
ability to work in a multilingual paradigm with local spelling variations, we have considered properly
segmented lines of historical handwritten documents in different languages and improperly as well as
properly segmented words in printed and handwritten historical documents. From the comparative
experimental results shown in this paper, it can be clearly seen that FSM can be equivalent or better than
most DTW-based word spotting techniques in the literature while providing at the same time more
meaningful correspondences between elements.

& 2016 Elsevier Ltd. All rights reserved.
1. Introduction

Today's world of high quality document digitization has pro-
vided a stirring alternative to preserving precious ancient manu-
scripts. It has provided easy, hassle-free access of these ancient
manuscripts for historians and researchers. Retrieving information
from these knowledge resources is useful for interpreting and
understanding history in various domains and for knowing our
cultural as well as societal heritage. However, digitization alone
cannot be very helpful until these collections of manuscripts can
be indexed and made searchable. The performance of the available
OCR engines highly dependent on the burdensome process of
fr (T. Mondal),
l@univ-tours.fr (J.-Y. Ramel),
learning. Moreover, the writing and font style variability, linguis-
tics and script dependencies and poor document quality caused by
high degradation effects are the bottlenecks of such systems. The
process of manual or semi-automatic transcription of the entire
text of handwritten or printed documents for searching any spe-
cific word is a tedious and costly job. For this reason research has
been emphasized on word spotting. This technique can be defined
as the: “localization of words of interest in the dataset without ac-
tually interpreting the content” [1], and the result of such a search
could look like the result shown in Fig. 1 (without transcription).
These figures (Fig. 1) demonstrates a layman's view of the word
spotting outcome of the system.1
1 For a detailed description of the datasets, please see the experimental eva-
luation Section 4. For a detailed description of the Parzival dataset, please see:
〈http://www.iam.unibe.ch/fki/databases/iam-historical-document-database/parzi
val-database〉.
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Fig. 1. Example of word spotting outputs (marked by rectangular boxes in (d), (e), (f)) corresponding to queries ((a), (b), (c)) from document images extracted from
3 different datasets (see Section 4). The spotted query words on the complete document page are marked by a rectangular box. (a) Query word for GW dataset. (b) Query
word for Parzival dataset. (c) Query word for CESR dataset. (d) Sample page of GW dataset. (e) Sample page of Parzival dataset. (f) Sample page of CESR dataset.
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A popular way to categorize word spotting techniques is to
consider those that are based on query-by-example and those that
are based on query-by-string. In the former category, a region of a
document is defined by the user, and the system should return all
of the regions that contain the same text region, that is the same
as the region defined by the user. These are often achieved by
learning-free, image-matching-based approaches. For approaches
that belong to the query-by-string category, queries of arbitrary
character combinations can be searched. These approaches require
a model for every character. Consequently, they are often achieved
by learning-based approaches, such as HMM [2,3] or a Bidirec-
tional Long Short-Term Memory (BLSTM) neural network [4].
These approaches allow us to obtain very good performance when
the learning set is representative of the writing/font styles that are
found in the document to be searched. The well-known drawback
of learning-based approaches is the requirement of a set (most
often enormous) of transcribed text line images for training, which
could be costly to obtain for some of the historical datasets. Only
very few approaches appear to be able to work with a low level of
training data [5,6]. Moreover, the training (transcription of the
learning set and learning of models) could have to be re-per-
formed for new documents, depending on the variability of the
writing/font styles. Thus, if neither the language nor the alphabet
of a historical document are known or if creating a new learning
set and retraining the system is necessary but not possible, a
learning-free approach to word spotting might be the only avail-
able option. Consequently, a fair comparison between the two
approaches is difficult to perform without including these criteria
and we decided in this study to focus on learning-free approaches.
These approaches can be further categorized depending on the
level of segmentation.

1.1. Segmentation-based word spotting methods

The concept of word spotting as the task of detecting words in
document images without actually understanding or transcribing
the content, was initially the subject of experimentation by Man-
matha et al. [1]. This approach relies on the segmentation of full
document images into word images. A general and highly applic-
able approach for comparing word images is to represent them by
a sequence of features, which are extracted by using a sliding
window. These word images can be thought of as a 2D signal,
which can be matched using dynamic programming [1,7] based
approaches. Some methods that were oriented toward bitwise
comparison of images were also investigated [8], as well as holistic
approaches that describe a full image of words [9,10]. An approach
based on low-dimensional, fixed-length representations of word
images, which is fast to compute and fast to compare, is proposed
in [11]. Based on the topological and morphological information of
handwriting, a skeleton based graph matching technique is used in
[12], for performing word spotting in handwritten historical
documents. There have also been some attempts to spot words on
segmented lines to avoid the problems of word segmentation.
Indeed, depending on the document quality, line segmentation
could be comparatively easier than word segmentation. The partial
sequence matching property of CDP [13] is one possibility. Using
over segmentation is also an alternative as in [14], where the
comparison of sequences of primitives obtained by segmentation
and clustering (corresponding to similar characters or pieces of
characters) is investigated.

The necessity of proper word segmentation (or line segmen-
tation in some cases) and the high computational complexity of
matching are critical bottlenecks of most of the techniques in this
category. Moreover, these techniques are prone to the usual de-
gradation noise that is found in historical document images. Most
of them cannot spot out-of-vocabulary words.

1.2. Segmentation free word spotting methods

In [15], the authors proposed another type of matching tech-
nique based on differential features to match only the informative
parts of the words, which are detected by patches. A common
approach for segmentation-free word spotting is to consider the
task as an image retrieval task for an input shape, which re-
presents the query image [16]. For example, a HOG descriptors
based sliding window is used in [17] to locate the document re-
gions that are the most similar to the query. In [18], by treating the
query as a compact shape, a pixel-based dissimilarity is calculated
between the query image and the full document page (using the
Squared Sum Distance) for locating words. A heat kernel signature
(HKS) based technique is proposed in [19]. By detecting SIFT based
key points on the document pages and the query image, HKS
descriptors are extracted from a local patch that is centered at the
key points. Then, a method is proposed to locate the local zones
that contain a sufficient number of matching key points that
corresponds to the query image. Bag of visual words (BoVW) based
approaches were also used to identify the zones of the image that
share common characteristics with the query word. In [20], the
Longest Weighted Profile based zone filtering technique is used
from BoVW to identify the location of the query words in the
document image. In [21], local patches powered by SIFT de-
scriptors are described by a BoVW. By projecting the patch de-
scriptors to a topic space with a latent semantic analysis technique
and compressing the descriptors with a product quantization
method, the approach can efficiently index the document in-
formation both in terms of memory and time. Overall, segmenta-
tion-free approaches can overcome the curse of the segmentation
problems, but they have comparatively low accuracy (in compar-
ison with segmentation-based and learning-based approaches)
and a high computational burden, considering the full image



Table 1
Grouping of state of the art techniques of word spotting.

Without learning With learning

Segmentation free [15–21]
Line based [13], [Proposed method] [2–6]
Word based [1,7–10,12], [Proposed method]
Character based [14]
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regions as an apparent candidate for matching.
The Table 1 summarizes several existing word spotting techniques,

depending on the criteria mentioned above: learning or not; and level
of segmentation. From this literature review, we noticed that there are
still some important unresolved problems in this domain, e.g., word
spotting independent of script and language variability, has not been
properly addressed by the research community. Additionally, exclud-
ing learning based approaches, there are few research studies that
could handle noise and degradation effects in historical documents
[22,3]. In most languages, there are several variations or derivatives of
words that could be interesting for the user. For example, the French
word cheval (horse) can have derivatives such as “chevalerie”, “chevaux”,
“chevalier”. In old French, lexical variations also exist e.g., “cheual”,
“chevaus”, and these variations do not change the meaning of the
word; being able to retrieve these derivatives of the word that is being
searched could be very useful. However, very little work is available in
this direction as well as in the direction of skipping prefix and suffix of
segmented words [13,7].

For this reason, in this paper, we propose a robust learning-free
word spotting method by introducing a novel sequence matching
technique, called Flexible Sequence Matching (FSM). The proposed
FSM technique is designed to overcome the bottlenecks of the other
sequence matching techniques that have been applied in the domain
of word spotting, e.g., DTW [1], CDP [13], and some modified version
of classical DTW [7]. The proposed algorithm is capable of handling (to
some extent) the local degradations and noise that is present in the
image by skipping it, if necessary. To an extent, it can also handle
lexical variations or derivatives by skipping unnecessary portions such
as prefixes or suffixes. FSM is flexible with regard to the word seg-
mentation problem and does not truly depend on good segmentation:
it can work on pieces of lines and/or on improperly segmented words
(see Table 1). Finally, the approach can handle spelling (local) varia-
tions and word derivatives. These properties allow the algorithm to
find meaningful correspondences between elements of query and
targets, which is not often the case for classical sequence matching
techniques. Finally, the architecture of FSM is designed in such a
generalized manner that it can be easily modified into the architecture
of other sequence matching techniques, e.g., Minimal Variance
Matching (MVM) [23], DTW [1], Subsequence DTW (SSDTW) [24], and
Continuous Dynamic Programming (CDP) [13]. To show the usefulness
of FSM in the word spotting domain, a comparison of FSM with other
similar sequence matching techniques such as DTW, SSDTW, MVM,
Optimal subsequence bijection (OSB) [25], and CDP is performed.

The remainder of this paper is organized as follows. In Section 2, a
comparative discussion of state-of-the-art sequence matching techni-
ques is given. The proposed word spotting framework, along with
descriptions of the used features are briefly mentioned in Section 4.1.
The core idea of the paper, the Flexible Sequence Matching technique, is
explained in Section 3, including it's theoretical description, pseudo-
code and generalization properties (see Appendix E). The experi-
mental evaluation is described in Section 4, and conclusions and future
work are described in Section 5.

2. Bird's eye view of sequence matching techniques

Many studies have been published in the literature [1,7], following
an architecture for word image matching that is similar to the archi-
tecture that is based on classical DTW [24] (see also Section 4.1). The
main idea of DTW is to calculate the distance between two time series
by summing up the distances of their corresponding elements. DTW
yields an optimal (order preserving) relationship  of all of the ele-
ments of sequence = { … }x x x x x, , . p1 2 3 to all of the elements of se-
quence = { … }y y y y y, , . q1 2 3 . Dynamic programming is used to find
the best corresponding elements (see Appendix B for more details). It
has been shown in the literature that the DTW distance is superior to
the Euclidean distance [26]. This proposition has also been proven for
word spotting [27]. Nevertheless, there are some limitations to clas-
sical DTW, especially that each element of x p1 .. must correspond to
some …y q1 , and vice versa (one-to-one, one-to-many andmany-to-one
matchings). This hard constraint often forces DTW to perform a cor-
respondence with noisy elements, which could disturb the matching
and also increase the final distance value. Hence, the final ranking of
the elements for the task of word spotting can be disturbed. A critical
problem arises, when sequence x corresponds to only a part ′y of the
sequence y: DTW cannot ignore the elements that do not belong to ′y .
To perform partial matching of the sequences, some research has been
introduced in the literature, e.g., SSDTW [24], which is designed to find
a continuous subsequencewithin a longer sequence that can optimally
fit the shorter query sequence. Another DTW-based modification,
called as DTW with corresponding window (DTW-CW) [23], can
perform partial sequence matching, while using a sliding correspon-
dence window of the same size as the query sequence and using DTW
at each position. Although this approach can give better accuracy for
subsequence matching, it is also very time consuming, due to it's ar-
chitectural constraint. Moreover, deciding the threshold for sliding the
corresponding window is highly data dependent and a cumbersome
process. Continuous Dynamic Programming (CDP) [13] is another al-
ternative to operate partial matching that is showing promising re-
sults. It is similar to DTW-CW but does not need to recompute DTWat
each position. It is using a specific DP-path and the minimum of
output function along target signal is giving candidate positions
(see Appendix D). These partial matching algorithms have similar
drawbacks to DTW, especially considering difficulty to find relevant
correspondences because of inability to skip outliers inside matched
part. Moreover correspondences between elements is not directly
provided with output.

To handle noisy points in DTW, derivative DTW (DDTW) was
proposed in [28]. This method is based on derivatives of feature ele-
ments, instead of the original feature sequence. An useful modification
of the classical DTW technique is weighted DTW (WDTW) [29]. This
approach penalizes points that have a higher phase difference be-
tween a reference point and a testing point, to prevent minimum
distance distortions that are caused by outliers. InWeighted Derivative
Dynamic Time Warping (WDDTW) [29], the penalization idea in
WDTW is extended to DDTW to capture the benefits of both ap-
proaches. These above defined techniques, try to limit the effects of
noisy elements in the sequence, but they are unable to completely skip
the noisy elements. To address this restriction, some other sequence-
matching algorithms were proposed.

To find an optimal correspondence between two sequences, a
popular approach is the Longest Common Subsequence (LCSS) [30].
Given a query and a target sequence, LCSS determines their longest
common subsequence, i.e., the sequence that best corresponds be-
tween the original sequences. The dissimilarity measure is based on
the ratio between the length of the longest common subsequence and
the length of thewhole sequence. The elements of the subsequence do
not need to be consecutive points, which could be a problem for word
spotting. The order of the points is not rearranged, and some points
can remain unmatched. To make LCSS efficient, one must also set the
threshold that determines when the distances between corresponding
points would be treated as being equal. Determining this threshold



Fig. 2. DAG constructed using a distance matrix obtained from two sequences.
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value is a difficult task and it is highly data dependent [31].
To overcome this problem, Minimal Variance Matching (MVM) was

proposed by Lateki et. al. [23]. MVM combines the strength of both
DTW and LCSS, while overcoming their constraints. MVM calculates
the sequence similarity directly based on the distances of corre-
sponding elements. MVM also tries to find an optimal path including
all the corresponding pairs but MVM is able to skip outliers in target
during the matching process (see Appendix C). The notable difference
between LCSS and MVM is that LCSS optimizes the length of the
longest common subsequence, while MVM optimizes the sum of
distances of corresponding elements (without any distance threshold).
Moreover, LCSS can skip both query and target elements, whereas
MVM can skip only the target sequence. Thus, MVM could be used
only when the query sequence is smaller than the target sequence,
and it is useful to find the query in a larger target sequence. For the
case of word spotting, this case is the classical situation, if we consider
that the query image is rightly selected and there is no disturbing
noise present in the query image. However, when there are outliers in
the query sequence and skipping those outliers from the query se-
quence is necessary, then the MVM properties remain limited. Finally,
both algorithms (LCSS and MVM) are capable of performing one-to-
one correspondences (many-to-one and one-to-many matchings are
not allowed). Another algorithm, designed by Lateki et. al. [25], is
Optimal Subsequence Bijection (OSB) [25]. The goal of OSB is to find
subsequence ′x from x and ′y from y such that ′x best matches ′y , by
skipping some elements from x and y because both the sequences
might contain some outlier elements. Thus, the properties of OSB is
more similar to the properties of LCSS. To prevent skipping too many
elements, the algorithm introduces a penalty for skipping.2 Like MVM,
OSB can perform only one-to-one correspondences, both of these al-
gorithms cannot do many-to-one and one-to-many correspondences.
But the noteworthy point is that OSB has a much higher computa-
tional complexity than MVM.

The Tables A1 and A2 in Appendix A, summarize the main prop-
erties of these different algorithms. We can see that none of them
include at the same time the main properties that are necessary for
word spotting, i.e., being able to perform multiple matches because
signals (query and target images) could have local stretching/extension
and because of varying writing/font styles; being able to operate
partial matching by skipping irrelevant elements at the beginning and
end of the target because of wrong segmentation; and being able to
skip noisy elements inside the target because of lexical variations or
degradations. For these reasons, we propose, in the following section, a
novel sequence matching algorithm. This algorithm can successfully
overcome most of the problems of the aforementioned individual
sequence-matching algorithms and thus could be very useful for the
word spotting domain as well as many other applications for which
such flexibility is required.
3. Flexible sequence matching (FSM)

In this section, the complete mathematical structure of FSM is de-
scribed. The main properties of FSM are summarized in Table A1 and
A2. FSM creates a relation  from two finite sequences x (query) to y
(target), of different lengths p and q: = ( … )x x x x, , .., p1 2 and

= ( … ) ≤y y y y p q, , .., ;q1 2 .3 The goal of the algorithm is to find
′( ′ ⊂ )y y y such that x best matches ′y . The relationship , is performed

on the set of indices { … } × { … }p q1, . 1, . , where, one-to-one, one-to-
many and many-to-one mapping is possible. Then, based on the
2 Please note that, the MVM algorithm does not have any penalty for skipping.
3 The length of the query sequence should always be less than or equal to the

length of the target. For given application application, if this constraint is not sa-
tisfied, then we can consider the query as the target and vice versa, i.e. we simply
reverse the order of the input arguments in the FSM function.
correspondence, a distance between the two sequences is computed.

3.1. Theoretical description of FSM

The theoretical background of the FSM algorithm comes from DTW
and MVM techniques. From DTW, we are mainly keeping its relational
structure (one-to-one, many-to-one and one-to-many matching in
order preserving manner). From MVM, we kept its algorithmic
structure so that the participation of all the elements of y in the re-
lation  could be relaxed. It means, if there are some noisy elements
present in y then, they can be intelligently skipped by the algorithm. In
the following, a stepwise description of FSM algorithm is illustrated.
Note that, 1D time series signals are considered for ease of description
but the extension to sequences of elements corresponding to vectors
of same dimension, can be easily performed.

First, the difference matrix D is calculated by using the Euclidean
distance Di j, ¼ ( − )y xj i

2 ; ≤ ≤ ≤ ≤i p j q1 ; 1 . According to [23],
there is no restriction on using various distance measures and any of
the distance measures can be considered. Here, D can be used to
generate a directed acyclic graph (DAG), denoted as , where each of
the elements of D can be considered to be a node. The links between
each node and it's child nodes are obtained by solving a shortest path
problem, i.e., by using the cost function defined in (1), where Du k,
represents the parent nodes, and Di j, represents the child nodes.4

D D
D

( )
( ) =

= + ≤ ≤ ( ) = = + ( )

∞

⎧⎨⎩ 1
i u k j i i u j k ii

,
if 1 and ; if and 1

otherwise
u k i j

i j
, ,

,

= ( + ) + − | − | = | − | ( )k elasticity k u elasticity q p1 ; 2

In (1), any node Du k, has the flexibility to be connected with another
node Di j, in two possible ways. Here, ( )i means that, a parent node can
be connected with child nodes in the next row ( = + )i u 1 , in the same
column or at the right ( ≤ ≤ )k j , up to a given user-defined elastic
limit , with respect to the position of parent node.5 This elastic limit
represents the number of jumps that could be performed inside the
matched part of the target. By default, it is equal to the difference in
size, between the query and target sequences (i.e. | − |q p ) minus the
number of jumps already used (i.e., the difference between the col-
umn and row indexes of the parent node: | − |k u ).6 The connection at
the same column (k¼1) is mainly to ensure the many-to-one
matching (link with the parent node and the child node in the same
column). The condition ( )ii says that the parent node can also be
connected with the node next to it, in the same row. This particular
connection, ensures the one-to-many matching facility. In this way, we
can generate  (see Fig. 2).

Judging the intensity of the noise, that is present in the signal is a
4 Please note that the indexes of all of the matrix notations used in this paper,
always start from 1.

5 When q¼p, the value of elasticity is taken to be 2 to maintain some skipping
facility.

6 This constraint is not mandatory but it limits the complexity of the algorithm.



Fig. 3. Partial matching, many-to-one and one-to-many matching and noise skipping ability of DTW, MVM and FSM. (a) Partial matching ability of DTW. (b) Partial matching
ability of MVM. (c) Partial matching ability of FSM. (d) Multiple matching ability of DTW. (e) Multiple matching ability of MVM. (f) Multiple matching ability of FSM.
(g) Skipping ability of DTW. (h) Skipping ability of MVM. (i) Skipping ability of FSM.
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difficult and puzzling problem. Indeed, deciding, whether a specific
element should be considered to be an outliers (hence skipping it) or
not is not straightforward. For example, in the case of LCSS, the user
must define a threshold. In FSM, this type of threshold is not required,
but the system cannot be allowed to skip outliers without any re-
sistance. Otherwise, the process can frequently skip elements, instead
of matching them with some acceptable dissimilarity cost. Thus, to
limit skips, skipCost is introduced. This cost corresponds to a distance
value that is higher than the cost that corresponds to an acceptable
distance between corresponding elements. Due to the dependency of
the skipCost value on the dataset, we estimate this value in the fol-
lowing way. We randomly choose two query sequences. For each, we
randomly choose two corresponding targets that should match.7 Then,
the distance matrices between the chosen queries and targets are
calculated. A vector Mi is created to contain the average of the top m
minimum values from each row = …i i p, 1, , of the corresponding
matrices. The obtained vectors Mi for each query and target pair are
merged together and sorted in ascending order, giving Mmerged. Then,
only 90% of the elements of Mmerged are kept in M ′merged . These values
correspond to the distances between the matching elements.8 Finally,
skipCost is computed based on the mean and standard deviation of
M ′merged (see (3)).

M D S

M M( ) ( )
{ ( )}

( )

∀ = − _

= = + ×

= … = …
= …

′ ′
3

i m, mean top min ;

skipCost mean 2 std

i p i j q i j
j q

b
merged

b
merged

1, , 1, , ,
1, ,

To perform the matching, we must find the shortest path through
 from a single initial node D j1, , which leads to D ∈ { … }l p q; , ,p l, . It is
obtained due to a path cost matrix P( ) ≤ ≤ ≤ ≤i j i p j q, ; 1 ; 1 and
satisfies the following conditions:

(1) starts at the 1st row between column 1 and q; this starting
point allows us to skip an unnecessary prefix.9

(2) ends at the last row p in a column ∈ { … }l p q, , to skip an
7 Choosing such elements can be viewed as a calibration step that is not time
consuming or difficult.

8 The idea of choosing mminimum values is to have a cost that will not be null,
when perfect matches are available between the query and target sequences. Here,
m¼2 is the minimum to consider, but experimentally, taking m¼5 is less sensible
and is in an acceptable range, with respect to the sizes of our sequences. It should
be noted that this parameter value is not very important for the proposed
algorithm.

9 Please note that to allow substring matching, these skips at the beginning
and end are not penalized, i.e., no skipCost is added
unnecessary suffix.
(3) the shortest path between each pair of reachable nodes in 

can be found from P.

The construction of P( )i j, is given by (4a)–(4c). (4a) says that the 1st

row of the distance matrix D is copied to the path cost matrix P. Each
cell that belongs to the ith row ( ≥ )i 2 is calculated by first choosing the
possible parent nodes in a previous row ( − )i 1 and in the columns k
that range from (( − ) − )i elasticity1 to (( − ) + )i elasticity1 (see (4c)).
Considering a parent node, its child nodes can belong only to the next
row and in columns that range from the next column ( + )k 1 until
column ( + ) + − | − ( − )|k elasticity k i1 1 . Other possible links are for
many-to-one and one-to-many matchings: the vertical link (from node
( − )i j1, to (i,j)) is responsible for many-to-one matching and the left
link (from ( − )i j, 1 to (i,j)) is responsible for one-to-many matching.
Please note that in such cases, a small penalty C M( = ( ))′mean i

merged is
introduced to limit the numbers of multiple matchings. If for some
application, multiple matching is not required, the last two terms of
(4b) can be ignored.10 The path costP( )i j, is updated only when there
is a shorter path that comes from a parent node. The optimal structure
condition guarantees that the returned matrix P, contains the cost of
the shortest path that leads to every node under the previous
constraints.
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The distance between two comparable sequences can be obtained
by obtaining the minimumvalue that is stored in the last row at the lth

column of the path cost matrix P, where ≤ ≤p l q. To normalize the
sequence dissimilarity value, we divide it by the number of corre-
sponding pairs between the target and query sequence.
10 One should note also that the elements of the path can be weighted as in
DTW's variants. This was done in our implementation (see section below) but is not
mentionned here for clarity.
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3.2. Description of the Pseudo Code

As an output, the algorithm provides the path costs matrix P along
with two other matrices, ( and ), which are used to backtrack the
shortest path, giving the closest correspondences between the query
and target elements. The matrix keeps track of the rows and keeps
track of the columns, and the vectorW merges these indexes to obtain
the final path. The overall process is given by Algorithm 1. All of the
cells of P are initialized with infinity. Next, the first row of P is ob-
tained by (4a) (lines 2–3). The other cells are calculated (refer to lines
4–25) by iterating i over each row, while k iterates over the parent
nodes in the row above ( − )i 1 , and j keeps track of the child nodes for
a given parent node. For each cell of each row, first the range of the
parent nodes is calculated (lines −5 10). When i¼2, the parent nodes
can be at anywhere in the first line/row, to allow the skipping of the
irrelevant part (at no cost) at the beginning of the target. Next, for each
parent node from L (left) to R (right), the possible connections with
child nodes are calculated by j, which is iterated between k and D
according to (4c). Similar to DTW, FSM can perform multiple matches:
Algorithm 1. Flexible Sequence Matching.
many consecutive elements of the query to one element of the target
(line 14) and one-to-many (lines 23–25). It can also skip some target
elements. Recall here that the jump cost ( ) is based on the number of
skips that are already taken (term ( − ( + ))j k 1 in line 19) and the skip
cost S( ). Notice also that this jumping facility is here weighted in the
similar way as it is in CDP (2/3 of the cost for reaching parent node and
1/3 for matched element D( )i j, ), since preliminary experiments have
shown better results in such case. In contrast, when the parent node at
( − )i k1, is connected with the node at ( + )i k, 1 (diagonal link), which
means that two consecutive elements of the query are matched with
two consecutive elements of the target sequence, then no cost is added.
The calculation of the warping path W is given in lines 26–30. Initially,
the index of the column, which ranges from p to q, and contains a
minimum value in the last row of the path cost matrix is found. Then,
back-tracking is performed through the while loop to obtain
W W W W W W= … … ( ) ≤ ≤ + −max q p K q p, , , , , ; , 1k K1 2 3 , where
Wk contains an ordered set of indices of the corresponding elements.
Finally, the distance d̄ (see line 32 of Algorithm 1) is outputted.



11 Please note also that an advantage of line segmentation is that it can be
possible to spot hyphenated words that span onto two lines.
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3.3. Properties of FSM

The warping path of FSM follows these constraints:

i. Boundary condition: FSM does not maintain the boundary
condition of classical DTW and can perform partial sequence
matching. The warping path can start from any specific column
in the last row, ranging from the index p to q, i.e.,
W = ( ) ≤ ≤p t p t q, ;K and the warping path can end at any
column, in the first row, i.e., W = ( ) ≤ ≤u u q1, ; 11 .

ii. Continuity condition: The continuity condition of classical
DTW is also not exactly maintained by FSM: W = ( )a b,k is
followed by W = ( ′ ′)+ a b,k 1 ; where ( ′ − ) ∈ [ ]a a 0, 1 and
( ′ − ) ∈ [ …| − | + ]b b p q0, 1, 1 . Due to this characteristic, FSM can
jump outliers from the target signal.

iii. Monotonicity condition: The monotonicity condition restricts
the warping path from going back in time: W = ( )a b,k ,
W = ( ′ ′)+ a b,k 1 is constrained by ( ′ − ) ≥a a 0 and ( ′ − ) ≥b b 0.

Additionally, it is very easy for the presented algorithm to be
changed in such a way that it can behave as other algorithms such
as DTW, MVM and SSDTW (details can be found in Appendix E).

3.4. Examples of matching with FSM

Using some toy examples, the behavior of FSM, compared
to DTW and MVM is demonstrated in Fig. 3. Fig. 3(a), (b) and
(c) is showing the results of matching the sequences:

= [ ]Q 1, 2, 8, 8, 8 and = [ ]T 1, 2, 9, 95, 79, 26, 39, 31 . It can be
seen that for the case of DTW, the 1st, 2nd and 3rd elements of
the query and target are correctly matched. However, the 4th

element (‘8’) of the query is forced to be matched with the 4th

element (‘95’) of the target. The last element of the query is
also forced to be matched with the other remaining elements
of the target (many-to-one matching), which significantly
increases the final distance. The MVM algorithm can improve
the matching process by skipping the outliers elements ‘95’
and ‘79’. However, it's inability to have many-to-one matching
and it's restriction on the numbers of matched elements
(which should be equal to the number of elements in the
query), compel the algorithm to match the 4th and 5th ele-
ments of Q with the 6th and 8th elements of T. In contrast, it
can be easily visible that FSM can overcome these restrictions
and provide correct correspondences. In such a case, small
costs will minutely penalize the final distance for the one-to-
many matchings.

In Fig. 3(d)–(f), the same trends can be seen. However, here we
can see that even if the lengths of the target and query signals are
same, the elasticity for the FSM algorithm is taken to be 2, which
allows it to skip outliers inside the target. DTW cannot do that, and
neither can MVM, in such a case. Fig. 3(g)–(i) illustrates the same
possibilities when the query is smaller than the target. In such a
case, MVM behaves the same as FSM. Again, DTW is forced to
match all of the elements.

3.5. Time complexity of FSM

The worst case complexity of FSM is calculated by computing
total number of possible parent nodes at each row of P matrix. In
worst case, we would have a subset of at most {( × | − |) + }q p2 1
parent nodes (see line 9, 10 of Algorithm 1) at each row of
P( )( ≤ ≤ ≤ ≤ )i j i p j q, 1 ; 1 matrix; which indeed can be re-
presented as the vertices of DAG . Then for each of the parent
nodes in row i is linked to at most child nodes. Since there are
total p rows, the algorithm complexity could be defined by:
[ × {( × | − |) + } × ]p q p2 1 .
{ ( ) } ( ) ( )
( )

= + + − − + + − − + +

= − + − + ≈ − + ( )

⎡⎣ ⎤⎦j q p j j i

q p j i q p

1 1 1 1 1

3 3 5

In Eq (5), the term ( − )j i can be ignored (it reduces the com-
plexity) for performing worst case analysis. The term 3 comes
from adding the diagonal link, link with the right child node on
the same line as parent node and the child node just below parent
node (see line 14 of Algorithm 1). The worst case complexity
of FSM is Θ Θ([| − | + ] × [ × {( × | − |) + }]) = ( ×q p p q p p3 2 1 2.

Θ((| − | + ) − )) ≈ ( × (| − | + ) )q p p q p2 1 2. 22 2 . This assumption is
also true : Θ Θ(( | − | ) )( ( ))q p p q p2. . 2. .2 2 . Furthermore the com-
plexity can be reduced to linear Θ Θ( (( | − | ) ) ≈ ( ))q p p p2. .2 when

≈q p; i.e. matching whole target)). The time complexity of FSM
can further be reduced by introducing an admissible lower bound.
However, in this work we focus on demonstrating the utility of
FSM; we will address speedup and index-ability of FSM in future
work.
4. Experimental evaluation

The experiments of the word spotting application was per-
formed on: i) correctly segmented words, ii) incorrectly segmented
words, i.e. pseudo-words, iii) correctly segmented lines. Indeed, de-
pending on the characteristics of the documents, it can be com-
paratively easier to perform word segmentation or line segmen-
tation. For example, if inter-word gaps are not large enough or are
variable (which is often the case in old historical documents),
word segmentation can be very difficult. However, for handwritten
documents with curved and touching lines, segmenting pieces of
lines could be easier. The level of difficulty is highly writer and
language dependent.11 Thus, due to the pros and cons of the two
segmentation techniques, we have performed experimental eva-
luations on all the aforementioned cases.

4.1. Word spotting framework

In this section, our complete word spotting framework is
briefly explained in a stepwise manner. Because the main scope of
this paper is a word image “matching technique”, we have not
provided the details about all of the steps of the word spotting
process but only the main ones. This word spotting architecture is
very common and has been used by several researchers [1,7]. It is
illustrated in Fig. 4.

4.1.1. Image preprocessing and pseudo-word segmentation
First, we must pre-process each of the scanned document

pages. To binarize the documents, we used the adaptive binar-
ization technique proposed in [32]. Due to improper scanning,
document images might be framed with unwanted text areas of
the neighboring pages. Thus, after binarization, we apply the
technique, described in [33], for obtaining proper text bound-
aries. Then, the text regions are segmented into either lines or
pieces of lines, up to words or parts of words. Indeed, due to the
properties of FSM, we do not require precise word segmenta-
tion. The textual elements obtained are called here “pseudo-
words”.

Word segmentation could be obtained by using Run Length
Smoothing Algorithm (RLSA) based techniques. This can provide
good results for high quality printed documents, but the results
could be poor when inter-word spaces are variable which is often
the case in handwritten documents as well as in historical printed



Fig. 4. (a) The block diagram of the proposed word spotting system.
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documents. Thus, applying Horizontal RLSA (H-RLSA) with adap-
tive threshold [34] is a better solution. This threshold actually
defines the average inter-character gap in a word, and it inherently
depends on the considered dataset. To obtain it automatically, a
preliminary text line segmentation is performed on the document
pages. Proper segmentation of all of the text lines is not required
in this case. We need to have only some prominent segmented text
lines, which can help us to understand the inter-character gaps as
well as the inter-word gaps in a text line. Thus, the basic text line
segmentation algorithm based on the projection profile [34] is
used here, and only the best segmented lines (based on the
heights of the segmented text lines) are considered. Then, the
average inter-word character gap is obtained from the histogram
of gaps between connected components. Afterward, that H-RLSA is
performed on the image by using the average character gaps as a
threshold for obtaining the pseudo-words (words that are not
necessarily well segmented).

4.1.2. Feature extraction
After obtaining pseudo-words (or lines), the next task is to

extract features from them. Features are extracted from gray scale
and also binary normalized images. In the following, we describe
two different categories of features, namely column based features
Table 2
Extracted features from the word images, considering an image with N

Feat. Nb. Feature description

F1 Sum of foreground p
F2 Number of backgrou
F3 Upper profile of sequ
F4 Lower profile (bottom
F5 Distance between up
F6 Number of foregroun
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and a histogram of gradient-based features. Once the features are
extracted, they are stored off-line for faster retrieval.

4.1.2.1. Column-based features. A set of statistical column based
features, which have been used previously for handwriting re-
cognition is broadly described in [35]. A subset of these features
has been used by several researchers for word spotting [1,4]. One
should notice that, these features are mostly based on the binary
image, so they are not much sensitive to illumination variations,
provided that the used binarization technique has taken into ac-
count the issues related to illumination variations, which is the
case here with [32]. But some of these features are sensitive to the
local noise, especially F F F, ,1 2 6. Although the column based fea-
tures can be improved, selected, or outperformed in terms of ac-
curacy by more complex features (e.g. gradient-based features
[36], or graph similarity features [37]), due to their lower com-
putational cost, they remain quite interesting and we chose not to
focus on this point in this study.

Here, we have chosen 8 features, …F F F, , ,1 2 8 to describe each
sequence using pixel column information. For an image with a
width of N pixels, a sequence of N vectors in 8 dimensions is ob-
tained by moving from left to right. A description of the features is
given in Table 2. Among them, features −F F1 6 have been used
columns and M rows.

ixel intensities in pixel columns (from greyscale image)
nd-to-ink transitions in pixel columns
ence (top most position of ink pixels in pixel columns)
most position of ink pixels in pixel columns)
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Fig. 6. Comparative performance of CDP, DTW, MVM, SSDTW and FSM on seg-
mented words of GW dataset.

Fig. 5. Block normalization technique for SSHOG.
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several times in the literature [1,4,36,38], but the features F7 and
F8 are proposed in this work. F7, corresponds to the center of
gravity of the foreground pixels inside a column. In the corre-
sponding equation in Table. 2, wb denotes the binarized version of
the word image, m represents the row coordinate and n the co-
lumn's coordinate. For columns that have no foreground pixels, F7
is calculated by nearest neighbor interpolation, with the help of
the neighboring columns having foreground pixels. F8, which is
Fig. 7. (a,b,c) Some visual examples of the CESR dataset along with correspondences pr
Comparative results of DTW, CDP and FSM.
calculated by using the location of the center of gravity (obtained
from F7), is the number of transitions, from foreground to back-
ground (1–0) or from background to foreground (0–1) at these
calculated centroid locations of pixels.

4.1.2.2. Slit style HOG based features. Slit style HOG (SSHOG) fea-
tures were primarily introduced in [13]. We used the same
features for some experiments in order to compare various ap-
proaches. HOG based features are less sensitive than column based
features, considering noise and illumination variations because
they do not need binarization and they are based on gradients of
the image. For calculating this feature, a fixed sized window is
slided over the image in a horizontal direction to extract the HOG
features from each slit. For calculating the HOG descriptors, we
need to divide the slit into smaller rectangular regions (called
cells) along horizontal and vertical directions. A block is defined as
a group of ×h w cells. Blocks are slided over each slit that has the
same width as the width of the block. The horizontal overlapping
of the original HOG could be well realized by the sliding window
and sequential representation of vectors. The relationships be-
tween slits, blocks and cells are shown Fig. 5. This figure shows,
three blocks ( )b b b, ,11 12 13 , each one composed of four cells (2�2),
denoted by …h h11 24. Notice here that since SSHOG features are
obtained from a slit of several pixels in width, skipping one ele-
ment with FSM is corresponding of skipping one slit and thus
several pixel columns. Such kind of side effect might need to be
further studied.

4.2. Results on segmented words

This experiment is performed with the George Washington
historical dataset that contains 20 pages of letters, orders, and
instructions written in 1755 by George Washington and some of his
associates. Thus, obviously it inhibits some variations in writing
style. The quality of the scanned pages varied from clean to diffi-
cult-to-read by humans (see Fig. 8(b)). This specific dataset was
made by considering 10 better quality pages among the 20. We
consider 14 query images (see Fig. 8(b)) and 2381 properly seg-
mented target words coming from the 10 pages. To perform the
experiment, we used the architecture and framework described in
Section 4.1 with the column-based features (see Table 2). Please
note that, due to improper segmentation, some of the target words
can be smaller than considered query word. In such cases, that
ovided by FSM (d) The top images are queries, and the bottom ones are targets. (e)



Table 3

Statistics and results of CESR dataset by groups of queries. °N͠ ¼No. of occurrences of the query word. ¯ =C mAP of CDP; ¯ =F mAP of FSM; TW¼Total words in target set;

ĀC ¼average mAP of CDP; ĀF ¼average mAP of FSM.
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Fig. 8. Query images and sample scanned page images from GW and Japanese datasets. (a) Query images used for GW dataset. (b) Sample page from the GW dataset.
(c) Query images used for Japanese dataset. (d) Sample page from the Japanese dataset.
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particular small target word is considered as query and the ori-
ginal query word is considered as target word.12 The performances
are evaluated using the mean average precision (mAP)13 for all of
the selected 14 query words as well as Precision/Recall curves
based on number of retrieved elements considered. The results,
shown in Fig. 6, demonstrates that FSM significantly outperforms
all other algorithms.

4.3. Results on segmented pseudo-words

The application of FSM on segmented pseudo-words is eval-
uated by an experiment on a dataset called CESR. This dataset
comes from the resources of the Centre d'Etude Suprieure
de la Renaissance,14 through the BVH (Bibliothèques Virtuelles
Humanistes15) project. The CESR has a collection of precious his-
torical books, that date from the middle of the XIV century to the
beginning of the XVII century. The dataset was composed from the
two volumes of Essais de messire Michel Seigneur de Montaigne,
Chevalier de l'order du Roy, & Gentil-homme ordinaire de Sa
Chambre. This first edition was published in Bordeaux in 1580 by S.
12 In such cases, the 2nd way of normalization is used for FSM, to avoid
wrongly segmented small words from appearing at top ranked positions in overall
nearest neighbor ranking process. Refer to Algorithm 1, line 32.

13 〈https://en.wikipedia.org/wiki/Information_retrieval#Mean_average_
precision〉.

14 〈http://www.cesr.univ-tours.fr/〉.
15 See Bibliothèques Virtuelles Humanistes Project: 〈http://www.bvh.univ-

tours.fr/presentation_en.asp〉.
Millanges16. The languages used in the books are Latin or French.
All the pages were scanned with a resolution of ×312 312 dpi and
were saved in grey-scale format (see Fig. 7). Vol.I contains 520
pages and Vol.II contains 676 pages. To build the dataset, we se-
lected 123 relevant queries from the user's point of view, such as
those that could have lexical variations. Each query and its deri-
vatives are grouped for evaluation: each image in a group is con-
sidered to be a query, and then, all of the other words in the group
are considered to be relevant targets and must be retrieved also.
For each query (and its derivatives), the research is performed
with the target words, segmented from the set of full page images,
in which at least one target appears. The total number of target
words in each group varies from 1700 to 21000 approximatively.
The statistics are given in Table 3.

4.3.1. Experimental Setup
To perform experiments with this dataset, we used the archi-

tecture and framework, described in Section 4.1. The column-
based features (see Table 2) are used. Very small segmented words
(e.g., one or two characters) are pruned by considering their width
with respect to the width of the original query word, which allows
faster experiments We heuristically decided that, if the width of
any target word is less than 35% of the width of the query word,
then it is not considered for matching.
16 Please see the following links for more details about the book: 〈https://
www.lib.virginia.edu/rmds/collections/gordon/literary/montaigne/bibliography.
html〉 and 〈http://www.search.lib.virginia.edu/catalog/u50318〉.

https://en.wikipedia.org/wiki/Information_retrieval#Mean_average_precision
https://en.wikipedia.org/wiki/Information_retrieval#Mean_average_precision
http://www.cesr.univ-tours.fr/
http://www.bvh.univ-tours.fr/presentation_en.asp
http://www.bvh.univ-tours.fr/presentation_en.asp
https://www.lib.virginia.edu/rmds/collections/gordon/literary/montaigne/bibliography.html
https://www.lib.virginia.edu/rmds/collections/gordon/literary/montaigne/bibliography.html
https://www.lib.virginia.edu/rmds/collections/gordon/literary/montaigne/bibliography.html
http://www.search.lib.virginia.edu/catalog/u50318


Table 4
Statistics of query words in GW and Japanese datasets.

17 Nevertheless, the ground truth is minutely different in our case, which could
explain some of the differences with regard to CDP in the original paper [13]. In-
deed, the ground truth data contains the image name and location of each query
word, and a single query word can appear several times in the same line. However,
only the CDP algorithm can spot multiple query words in a single line, if a good
distance threshold (difficult to estimate and highly data dependent) can be esti-
mated. For a fair comparison with other algorithms, and to avoid manual de-
termination of such a threshold, we performed some duplication of lines that have
multiple occurrences of query words with only one different occurrence retained in
each line. In the case of the occurrence of hyphenated words in consecutive two
lines, we merged these two line images and corresponding feature vectors for
matching.
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4.3.2. Results
Overall, the results of FSM and CDP are better than those of DTW

(see Fig. 7(e)). The overall difference between CDP and FSM seems
not very significant (less than 0.5%) but it seems that FSM has a
higher precision (nearly 1%) at first ranks. Looking at more detailed
results (see Table 3), we can see that FSM outperforms or equals CDP
in nearly half the cases (see the highlighted rows). These close results
for all algorithms might be explained by the fact that the dataset is
very difficult (low mAP) and so differences cannot be well high-
lighted. Nevertheless, we can see in Fig. 7(d) that matching outputs
of FSM are meaningful and allow to skip irrelevant or noisy parts of
target, which is not directly possible with CDP.

4.4. Results on segmented lines

The experiments in this category are performed with two
handwritten historical datasets: George Washington (GW) and Ja-
panese datasets. The full George Washington dataset is used and
contains 675 text lines. The correctly segmented lines are obtained
from [13]. The Japanese dataset comes from the manuscripts of
“Akoku Raishiki (The diary of Matsumae Kageyu)”. It is composed of
92 scanned images (a total of 1576 segmented lines) scanned in

×72 72 ppi (see Fig. 8(d)). It is obtained from [13].

4.4.1. Experimental Setup
To perform experimentation with the George Washington da-

taset, 15 query images are used (same as previously). These are the
same, as the one used in [15,13] (see Fig. 8(a) and Table 4). For the
case of the Japanese dataset, the four query images (taken from
[13]) are shown in Fig. 8(c). As mentioned above, we used the
same segmented lines as those used in [13]. SSHOG features are
used in this case. Their values for these two datasets are the same
as in [13]. Consequently, the only differences in performances
between the considered approaches presented here, come from
the matching techniques.17

4.4.2. Results
The P-R curves as well as the mAP for each algorithm are given in

Fig. 9. Fig. 9(a) demonstrate first the ability of FSM to behave similar
to other algorithms (MVM and SSDTW here), as shown in Appendix
E. Indeed, we can see that FSM turned into MVM (MVM-FSM) and
FSM turned into SSDTW (SSDTW-FSM) give exactly same results as
the original algorithms on the GW dataset. Next, it can be visible
from Fig. 9(b) and (c), that FSM outperforms other classical sequence
matching techniques, except CDP. Nevertheless, the difference in
mAP is minor (0.025 and 0.024 for the GW and Japanese datasets
respectively). Most likely, the specific DP path associated with SSHOG
features for CDP are responsible. Indeed, we can also observe that the
result of the M-CDP algorithm (CDP using the classical DTWDP-path)
is much less accurate than the original CDP as well as FSM that has
some similarities (notice also that FSM turned into modified CDP (M-
CDP-FSM) achieves the same performances as M-CDP). Considering
FSM, maybe the skipping facility should be adapted to the specifi-
cities of the SSHOG features (as mentionned before, skipping one
element with SSHOG is in fact same as skipping several pixel col-
umns). As a counterpart, thanks to this skipping ability, FSM can
achieve better localization of the spotted words and also a better
correspondence between target and query elements, which could be
useful for the user as feedback to understand the retrieval process.
5. Conclusion and future works

In this paper, we presented a new robust sequence-matching
algorithm called the FSM algorithm, which can be easily modified
into the architecture of other sequence matching techniques, e.g.,
DTW, SSDTW, MVM, and CDP. Specifically, FSM also includes the
ability to skip outliers from any position of the target sequence.
This, coupled with the facilities for many-to-one and one-to-many
matching, makes the proposed FSM algorithm robust, general
(it can be easily modified to behave differently) and applicable for
various domains of time series sequence matching, e.g., finance,
video retrieval, shape matching [23,29,24,25].

We have demonstrated the usefulness of the proposed FSM al-
gorithm in the domain of word spotting for segmented lines as well
as correctly/incorrectly segmented words, where partial matching of
query as well as searching for derivatives of query words are needed.
In such situation, FSM is among the best sequence matching meth-
ods. Only CDP is outperforming it on some datasets, especially when
SSHOG features are used instead of common column-based features.
This might be explained by the relationship between the feature
extraction level and the skipping ability, which must be further
studied. Other limitations of the proposed system are the same as for
any other sequence matching technique, including difficulties to
handle font and script variabilities, being able to spot arbitrary key-
words, etc. In such directions, more experimental investigations are
needed for finding a robust set of features that can account for the
writer independence and font variability of handwritten and printed



Fig. 9. (a) Performance comparison of MVM with MVM-FSM and of SSDTW with SSDTW-FSM (see the digitized version of the image, because the curves are completely
overlapping). (b) Performance comparison of CDP, M-CDP, FSM, MVM, and SSDTW on the GW dataset. (c) Performance comparison of CDP, M-CDP, M-CDP-FSM, FSM, MVM,
SSDTW, and OSB on the Japanese dataset (Please see Appendix E for details on MVM-FSM, SSDTW-FSM, M-CDP, M-CDP-FSM).
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manuscripts. We also plan to perform more experiments to evaluate
the robustness of FSM algorithm in comparison with other ap-
proaches on additional larger and multilingual datasets. We would
also like to work on the reduction of time complexity of the FSM
algorithm. Finally, the characteristics of FSM can be helpful in other
domains of time series, e.g., finance, video retrieval, and shape
matching [23,29,24,25], and we would like to investigate these fields.
Conflict of interest

none declare
Acknowledgements

This work has been supported by the Indo-French Center for
Promotion of Advanced Research (IFCPAR/CEFIPRA) under
project no 4700-IT1. We would like to thank Dr. Kengo Ter-
asawa (Department of Media Architecture, Future University-
Hakodate, Japan) for providing us the segmented lines, ground
truth and feature vectors [13] of the George Washington and
Japanese datasets.
Appendix A. Comparison of properties and time complexities
of sequence matching techniques

In this section, readers will find in Table A1, a summary of
main properties (continuity, boundary conditions, type of allowed
correspondences, etc.) of common sequence matching techniques.
Table A2 is dedicated to time complexities of these algorithms.
Appendix B. Dynamic Time Warping (DTW)

To align two finite sequences: = ( … )x x x x, , .., p1 2 and =y
( … )y y y, , .., ;q1 2 using DTW, we construct an ×p q distance matrix
D( = ( ))( ) dist x y,i j i j, . The best warping path ( = …W w w, , .,1 2

( ) ≤ ≤ + − )w max p q K p q; , 1K between these sequences defines
an optimal mapping between x and y. The kth element of W is
defined as = ( )w i j,k k. The optimal warping path minimizes the
warping cost (6). This optimal path can be found by using dynamic
programming (7), where P D P P D= = +( ) ( ) ( )

< ≤
( − ) ( ); ;i

i p
i i1,1 1,1 ,0

1
1,0 ,0
P P D= +( )
< ≤
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j j0,
1

0, 1 0, . The optimal distance ( ( ))DTW x y, is ob-

tained from the cell P( )p q, .

D∑( ) =
( )=

( )DTW x y min,
6k

K

w
1

k

P D

P

P

P

= +

( )

( ) ( )

( − )

( − − )

( − )

= … = …

⎧
⎨⎪

⎩⎪
min

7

i j i j

i j

i j

i j

i p j q, ,

, 1

1, 1

1,

1,2, ., ; 1,2, ,

Appendix C. Minimal Variance Matching (MVM)

This algorithm is designed to handle partial sequence matching of
two sequences: = ( … )x x x x, , .., p1 2 and = ( … ) ≤y y y y p q, , .., ;q1 2 . Due
to this outliers skipping property of MVM, this approach is able to
find a subsequence ′y of y; of length p such that x best matches with

′ ∈y y. The distance matrix D( )i j, can be used as a directed acyclic
graph (DAG) in which a parent node D( )k l, can be linked to a node
D( )i j, at the next row and its left up to a given extent, which allows to
skip some elements. The cost function for linking two elements is
defined by:

D D
D

( ) =
= + + ≤ ≤

∞ ( )

⎧⎨⎩
i k l j

,
if 1 and 1

otherwise 8
k l i j

i j
, ,

,

( )= + + − − = − ( )l j i q p1 elasticity ; elasticity 9

Considering a path leading to Di j, , its cost P( )i j, formally defined by:
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min
,
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Otherwise

2 ; ; 1 1

i k i j

2
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The optimal structure condition guarantees that the returned
matrix P contains the cost of the shortest path leading to every
node. The path we are looking for satisfies two conditions: i)
starting in the first row, between columns 1 and ( − ) +q p 1; i.e.
at D j1, for = … ( − ) +j q p1 . 1; ii) ending at some node in the last
row Dp j, for = …j p q. . To find it, we just need to check the
minimum value in P at ending positions and then to back track
to obtain the path.



Table A1
Properties of main sequence matching techniques.

DTW, DDTW,
WDTW,
WDDTW

Each query element has to be matched with
target elements without skipping any ele-
ments from target and query sequence (and
vice versa)

Correspondence involves every elements of
the target and query sequence, including 1st
and last elements

NC: One-One, Many-One and One-Many;
Pros: These algorithms can handle the presence of
stretching and contraction in the signals. DDTW
uses derivative of features and is helpful in the
presence of outliers
In WDTW, sequence elements are weighted based
on phase difference. The characteristics of DDTW
and WDTW is merged together in WDDTW. WDTW
and WDDTW are useful for handling the phase
difference in the query and target signals;
Cons: These algorithms cannot skip outliers present
at any position of the query and target signals.
Tuning the parameters for WDTW and WDDTW is
difficult and only can be done heuristically

SSDTW, CDP Partial sequence matching is possible. Skip-
ping outliers only at the end and beginning of
the target signal is possible

Every query elements are involved but the
correspondence with target signal can start
and end at any position of the target
sequence

NC: One-One, Many-One and One-Many;
Pros: Both of these techniques can skip outliers at
the end and at the beginning of the target signal
only. Due to the associated weights with DP paths,
and the specific DP path, CDP performs best;
Cons: Unlike SSDTW and other algorithms, no ele-
ment-wise correspondence can be provided for CDP

LCSS Skipping of query and target elements are
possible (no skipping penalty)

Correspondence between target and query
signal can start and end at any position of the
query and target sequence

NC: One-One;
Pros: Can skip outliers from any positions of query
and target signals;
Cons: Stretching and contraction present in the
signals can not be handled and a threshold is nee-
ded to define when two elements are similar, which
is very difficult to decide

MVM Each query element has to be matched with
one target element but not vice versa. Skip-
ping is possible at any position of target signal,
i.e. at the beginning, end and inside matched
sequence

Every elements of query signal are involved
but correspondences with target signal can
start and end at any position

NC: One-One;
Pros: Outliers present at any position of target sig-
nal can be skipped hence partial sequence matching
is possible;
Cons: Query sequence has to be smaller than target
and there is no skipping penalty. Can't handle
stretching and contraction of signals

OSB Skipping of elements at any position of query
and target signals are possible (penalty is ad-
ded for skipping)

Same as LCSS NC: One-One;
Pros: Outliers present at any position of query and
target signals can be skipped hence partial sequence
matching is possible. Skipping penalty is present;
Cons: Can't handle stretching and contraction of
signals. Very high computational complexity

FSM Each query elements has to be matched with
some target elements but not vice versa.
Skipping is possible at any position of target
signal

Same as MVM NC: One-One, Many-One and One-Many;
Pros: Outliers can only be skipped from any posi-
tions of the target signal hence partial sequence
matching is possible. Skipping penalty is present.
Can handle stretching and contraction of target and
query signals;
Cons: Query length has to be less than or equal to
target length. Outliers in query can't be skipped

= Method Name ; = Continuity (Skipping); = Boundary Condition; NC¼Nature or correspondence = Other specificities.

Table A2
Time complexities of main sequence matching techniques.

Method Name Time complexity (where, p and q represents the sizes of sequences, to matched)

DTW [24] The complexity of DTW is O(pq). It can be reduced to O(p) with Sakeo-Chiba [24] and Itekura bands [24]
DDTW [28] Same as DTW. There are some added constant factors because of derivative estimating step but it is negligible
WDTW [29] Same as DTW. There are weight factors to be calculated and multiplied with each cell, but the time complexity for that is negligible
WDDTW [29] Same as DTW
SSDTW [24] Same as DTW
LCSS [26] Same as DTW
MVM [23] The complexity of MVM is ( )O pq2 . But if “Corresponding window bound” (refer to [23]) is introduced, the complexity can be reduced to O(pq). Moreover,

when the query sequence is to be matched with complete target sequence, the complexity is reduced to O(p)
OSB [25] The time complexity of OSB is ( )O p q2 2 . By imposing warping window restriction on OSB, and by limiting the number of elements that can be jumped,

we can reduce the time complexity of OSB up-to O(p)
FSM [ ]Proposed The time complexity of FSM is Θ ( )pq3 2 (see Section 3.5)
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Appendix D. Continuous Dynamic Programming algorithm

Let's consider two finite sequences x (query) and y (target), of
lengths p and q, respectively (see Section 3). For details on CDP,20

please see [39]. The path cost matrix P( ) is obtained in the fol-
lowing way:

P
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P D D
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The output is obtained as P( ) = ( )A j j p,
p

1
3 .

. Where P( )j p, is

given by:

P D∑ β( ) = ( ( ) ( − ( ))
β β β( ≤ ≤ ≥ ( ) ( + )≥ ( ) =

=

j p x i y j i, min ,
i p j i i i

i

i p

1 , , 1
1

The above defined formula has the specific initial condition of
P P( − ) = ( ) = ∞i i1, 0, .18 As it can be visible from (11), more re-
sistance is present for the diagonal link of the DP path compared to
other two links. We investigated the effectiveness of this particular
DP (see (11)) path and we found that it has some positive influence
on the performances for word spotting, compared to the traditional
DP Path (see (12)). In such case, the output is obtained by

P( ) = ( )A j j p,
p
1 . Please see Section 4.4.2 and Fig. 9 where CDP with

original DP Path and its modified version with DTW DP Path (Mod-
ified CDP: M-CDP) are compared.
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Appendix E. Generalization property of FSM

The architecture of FSM is general enough so that, with little
modifications, it can be easily tuned to perform as other useful
sequence matching algorithms.

E.1. Attaining DTWs behavior from FSM

The architecture of FSM can be easily tuned to perform as
DTW, which can give completely identical results (see Fig. 9
(a)). The main idea here is to follow the same DP path as DTW
and to restrain the skipping facility of FSM (see Algorithm 2
below.19
18 For implementation, two more rows are added at the beginning of path cost
matrix P and initialized with ∞, so the size of path cost matrix becomes
{( + ) × }p q2 (to get the final corresponding indexes of target sequence, we subtract
the resultant indexes by 2). The above mentioned DP path formation (see (11))
starts from i¼3 which corresponds to the ( = )i1 1st row of the distance matrix D.
Another way to achieve the particular initial condition is to initialize the first two
rows of the path cost matrix with ∞ (no extra rows are added) and to follow the
same aforementioned DP path (see (11)) from third row onwards. In case of our
application, where the length of target and query sequence is quite large and al-
ways greater than two, these two different initialization processes give identical
results.

19 Please note here that line numbering in these modified versions of FSM
algorithm keep same line numbering as in original algorithm. It means for example
that lines 1.2 is added and that lines between 4 and 11 are removed).
Algorithm 2. FSM as DTW.
Algorithm 3. FSM as MVM.
The required changes are following : (i) The parent nodes are looped
through all the columns of the array (line 11) and the elasticity of
skipping of child nodes are completely constrained (assigned zero). In
DTW, there are no possibility of skipping and the DP path is con-
structed through all the cells of every row of the dissimilarity matrix
D( ). (ii) Consider the sequence dissimilarity value from bottom right
most cell of path cost matrix and backtrack the warping path from this
cell and up to the top left most cell (line 27 of Algorithm 2). The final
dissimilarity value is normalized through dividing the path cost value
at the bottom right cell of P matrix by total number of correspon-
dence between query and target sequence. The number of entries in
warping path W , gives total number of correspondence.

E.2. Attaining MVM behavior from FSM (MVM-FSM)

Attaining the MVM architecture from FSM, is quite easy, since FSM
is developed on the basis of MVM. Interested readers are requested to
see [23] for detailed description on MVM. The required changes (that
gives same results as original MVM, see Fig. 9(a)) are as follows (see
Algorithm 3): i) Restrict the limit of parent node (replace line 5–10 by
line 9–10 of Algorithm 3). ii) For each parent node, the child node
always start from diagonal position (line 12). iii) The portion, re-
sponsible for horizontal link of the dynamic programming (DP) path
for FSM is removed here (lines 23–25 of Algorithm 1 are removed
here). The final dissimilarity value is normalized here by dividing
through the total number of query elements.
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E.3. Attaining CDP behavior from FSM (M-CDP-FSM)

CDP20 architecture [39] can also be achieved by the following
modifications of FSM algorithm. The original DP path of CDP can not
be realized in this adaptive version of the algorithm. So to realize the
CDP architecture, (refer Appendix D), the complex DP path of original
CDP is modified to a simpler DP path of classical DTW. This results to a
small decrease of accuracy compared to original CDP but it allows us
Algorithm 4. FSM as CDP.
to compare modified CDP (M-CDP) alike FSM, based on classical
DTW's DP path (see Fig. 9(c)). The proposed modifications are men-
tioned in Algorithm 4. ( i) Query and target elements are reversed
(target is now row-wise) and parents are iterated for all query ele-
ments (line 12). (ii) Lines 14 to 25 are almost the same but it includes
initialization of first column and jumpcost is removed). ( iii) The
variable I, mentioned in line 32, stores the normalized distances. The
normalized distances are obtained by dividing the path cost valuewith
the length of reference sequence (p). The minimum value of I gives
the indexes of sub-sequence (of target signal), which has optimal
match with reference sequence and the final dissimilarity cost be-
tween the target and query sequences.

E.4. Attaining Subsequence DTW architecture from FSM

Let = ( … )x x x x, , .. p1 2 and = ( … )( ⪢ )y y y y q p, , . q1 2 ; be the
sequences of features. The goal is to find continuous
indices from *a to *b of y, so that ( * *) = ( … )* *+ *y a b y y y: , , .,a a b1 with

≤ * ≤ * ≤a b q1 that minimizes the DTW distance to x over
all possible subsequences of y. In other words: ( * *)=a b,

( ( ( * *)))
( * *) ≤ *≤ *≤

DTW x y a bargmin , : .
a b a b q, :1

To achieve the SSTDW archi-

tecture from FSM, we modify the definition of the accumulated cost
20 The implementation of CDP, used here is taken from: 〈http://www.diva-
portal.org/smash/get/diva2:347724/FULLTEXT01.pdf〉. Page no. 86. Corresponding
code can be found at: 〈http://continuousdynamicprog.blogspot.in/〉.
matrix P( )i j, by setting P D( ) = ∑ ( )=i x y, 1 ,p
i

p1 1 and

P D( ) = ∑ ( )=j x y1, ,q
j

q1 1 for ∈ [ ]j q1: . The remaining values ofPi j, are

defined recursively for ∈ [ ]i p2: and ∈ [ ]j q2: . The index *b can be
determined from the path cost matrix P( )i j, by : P* = ( )

∈[ ]
b p jarg min ,

j p q:
.

The index *a is obtained by generating the optimal warping path
between x and the subsequence ( * *)y a b: by back tracking process.
The optimal warping path starts with p = ( *)p b,1 and ends at
p = ( *) * ∈ [ ]a a q1, ; 1:L . Let p p p p* = ( … ), , ., L1 2 denote the resulting
warping path. Then = ( *) * ∈ [ ]p a a q1, ; 1:L is the last entry of p*
array, which keeps the ( )i j, th indexes of back trackedwarping path. So,
all the elements of y to the left of *ya and to the right of *yb are ignored
for the alignment without any additional costs. The final dissimilarity
measure (△( ))x y, is calculated between x and the subsequence

( * *)y a b: of y; * − * =b a p;. For generating sub-sequence DTW archi-
tecture from FSM, we simply follow the same technique mentioned in
Section E.1 by keeping into mind the aforementioned special con-
straint of sub-sequence DTW. The process of calculation of warping
path is same as FSM and the rest of the part before the warping path
calculation portion would remain same as in Algorithm 2. The final
dissimilarity value: △( )x y, is normalized by dividing through the
length of the warping path (same as in Algorithm 2).
Appendix F. Supplementary data

Supplementary data associated with this article can be found in
the online version at http://dx.doi.org/10.1016/j.patcog.2016.05.011.
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